PC-Fairness: A Unified Framework for Measuring
Causality-based Fairness

o We define a unified fairness notion that covers most previous causality-based
fairness notions, namely Path-specific Counterfactual fairness (PC fairness).

0 We develop a constrained optimization-based approach for tightly bounding any
unidentifiable PC fairness.

o0 The experiments show the creativeness and effectiveness of the proposed method
under any unidentifiable situation or combinations.

Backgrounds for Causal Inference

Structural Causal Model (SEM) and Causal Graph
“+ Notations

e Exogenous Variables U = {Uy, Uy, U, }, and Distribution P (U)
 Endogenous VariablesV = {X,Y, 7}

» Functions F = {fy, fy, f7}
“* Representations

SEM (M): Graph (G):
X = fx(ux) Ux Yz Uy U
Z = fz(x,uz) o 0O '
Y = fy(x,z,uy) jl>

Causal Effects
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» Causal effects are responses of the outcome of interest to an external intervention.
* Intervention is facilitated with do-operator.
* Intervention do(x) Is defined as the substitution of structural equation X =
fx(uy) with X = x.
* The response of Y after intervention do(x) iIs denoted by Y.
*» Total Causal Effectof X: x; = x; onY = y:

TCE(s™,s%) = P(ys+) — P(¥s-)
¢ Path-specific Effect of X: x, = x; onY = y throughapathsetr ={X - Z - Y}
PE(xl»xO) — P(:Vxlln,xolﬁ) o P(Yxo)

% Counterfactual Effect of X:x, - x; onY = y fora condition X = x',0 = o":
CE(X]_, xO) — P(yxl ‘x” 0’) o P(ny ‘x” 0,)
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Backgrounds for Causal Fairness Learning
n-specific Fairness and Counterfactual Fairness
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»» Three types of path-specific effects:

ZipCode

. The green-path effect is considered as explainable. 7 ~—
o The red-path is considered as indirect discrimination. Race\
e The purple-path is considered as direct discrimination.
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s Counterfactual Fairness: the total effect for a group
specified by the factual observation.
e The blue box denotes the real/factual world.

e The purple box denotes the counterfactual world.
* The condition O = {A, B, C} (in green).

 The counterfactual quantity is P(¥;) (in yellow).
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Path-specific Counterfactual Fairness

Path-specific Counterfactual Effect

¢ Path-specific Counterfactual Effect of X:x, - x; on Y = y for a given condition
O = o through a pathset rr Is

PCEr(x1,%010) = P(Yyjnxolw]0) — P(¥x,10)
Path-specific Counterfactual Fairness (PC Fairness)

< Given a predictor ¥, a condition o, a path set m,
1) Y achieves PC fairness if PCE,,(s4, 5g|0) = 0
2) Y achieves t-PC fairness if |PCE (s, so|0)| < 7.
where s, s; are two values of the sensitive attribute.

¢ Thanks to the flexibility and capability of the path-specific counterfactual effect,
the PC fairness generalize the previous causality-based fairness notions, as
summarized in Table 1.
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Table 1: Connection between previous fairness notions and PC fairness

Description References Relating to PC fairness

Total causal effect 10, 7] O=0andm =11

(System) Direct discrimination 10, 3, 7] O=0or{Standm =74 ={S — Y}
(System) Indirect discrimination 10, 3, 7] O=0or{Stand 7w =m; CII

Individual direct discrimination 8 O={SX}andr=mg={S > Y)
Path-specific Individual discrimination  [1 O={5X}and 7 €Il

Group direct discrimination 9 O=Q=PAy\{Stand7r =7y ={S — Y}
Counterfactual fairness 2,4, 5] O={5X}and 7w =1I

Counterfactual error rate 6] O={SY}and m =m orm;

Note 1: please refer to our paper for the references.

Measuring Path-specific Counterfactual Fairness

Note 2: please refer to Section 4 for more technical details.

** The key barrier in PC fairness is the unidentifiable issues. Examples of typical
unidentifiable situations are shown below
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Figure 4: The “w graph”.
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Figure 3: The “kite graph™.
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Figure 2: The “bow graph”.
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** We formulate the bounding problem of PC fairness as a constrained problem by
using “response-function variables”.

Response-function Variables

“+ Response-function variables r are used to parameterize the causal model.

« Categorize the unknown domain of U into limited number of equivalent regions,
each of which i1s denoted by a value of a response-function variable.

e Represent unknown functions F by limited number of mappings from parents to
dependent variables. Each corresponds to one equivalent region of U.

» As aresult, all uncertainties in the causal model parameterized by P (r)

Uy Uy

(:.:' (:.:' 0 iffY(xO'uY) — Yo fY(xl;uY) = Yo
5 ) 1if fy(xg, uy) = yo, fr(x1, uy) =y

® >® Ty = :

X Y 2 if fy (xg,uy) = 1, fy(x1, uy) = yo

3 if fy (%0, uy) = y1, fr (X1, uy) =y

0 if fx(ux) = xo
kl if fx(uyx) = x4

Iy =

P(x,y) = z P (ry, ry)I(x; ) I(y; x, 1v)

rx,ry

Expressing Path-specific Counterfactual Fairness

*» Response-function variables are given by
R = {RSr RW! RA! RB! R?}
*» Applying response functions, we obtain:
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1(y;a,b,sy,1y)]
[(a; wy,
o))=Y 2D 1)
TS WoAg) s ploy| HbiwoTs
3 a,b,wy,wy, H(Wll S1, 7"W)
S =Y} r=To | T(wo; S0, 1) -

O = {sy,w',a’,b"}

1(y;a,b,sy1y)
H((l; Wo, TA)H(b; Wo, 7AB)

H(WO; S0, 7"W)

P(r) |
P(o)

P(9el0) = )

a,b,w,
TET,

Bounding Path-specific Counterfactual Fairness

¢ Based on response-function variables, finding the bounds of PC fairness is

formulated as follows
min/max P(Q31|W’SO|7—T|0) — P(ys,|0),

P(V)=P(D), » P(r)=1, P(r)

> ()

— y

S.1.

where the objective function is the path-specific counterfactual effect, P(V) is the
parameterized distribution, which agrees with the observational distribution P(D).
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