
 Causal effects are responses of the outcome of interest to an external intervention.
 Intervention is facilitated with 𝑑𝑑𝑑𝑑-operator.

• Intervention 𝑑𝑑𝑑𝑑(𝑥𝑥) is defined as the substitution of structural equation 𝑋𝑋 =
𝑓𝑓𝑋𝑋(𝑢𝑢𝑋𝑋) with 𝑋𝑋 = 𝑥𝑥.

• The response of 𝑌𝑌 after intervention 𝑑𝑑𝑑𝑑(𝑥𝑥) is denoted by 𝑌𝑌𝑥𝑥.
 Total Causal Effect of 𝑋𝑋: 𝑥𝑥0 → 𝑥𝑥1 on 𝑌𝑌 = 𝑦𝑦:

 Path-specific Effect of 𝑋𝑋: 𝑥𝑥0 → 𝑥𝑥1 on 𝑌𝑌 = 𝑦𝑦 through a path set 𝜋𝜋 = {𝑋𝑋 → 𝑍𝑍 → 𝑌𝑌}:

 Counterfactual Effect of 𝑋𝑋: 𝑥𝑥0 → 𝑥𝑥1 on 𝑌𝑌 = 𝑦𝑦 for a condition 𝑋𝑋 = 𝑥𝑥′,𝑶𝑶 = 𝒐𝒐′:

Causal Effects

SEM (𝑀𝑀):

 Notations
• Exogenous Variables 𝑼𝑼 = 𝑈𝑈𝑋𝑋,𝑈𝑈𝑌𝑌,𝑈𝑈𝑍𝑍 , and Distribution 𝑃𝑃(𝑼𝑼)
• Endogenous Variables 𝑽𝑽 = 𝑋𝑋,𝑌𝑌,𝑍𝑍
• Functions 𝑭𝑭 = {𝑓𝑓𝑋𝑋, 𝑓𝑓𝑌𝑌, 𝑓𝑓𝑍𝑍}

 Representations

𝑋𝑋 = 𝑓𝑓𝑋𝑋 𝑢𝑢𝑋𝑋
𝑍𝑍 = 𝑓𝑓𝑍𝑍(𝑥𝑥,𝑢𝑢𝑍𝑍)
𝑌𝑌 = 𝑓𝑓𝑌𝑌(𝑥𝑥, 𝑧𝑧,𝑢𝑢𝑌𝑌)

Graph (𝐺𝐺):

Backgrounds for Causal Fairness Learning

𝑈𝑈𝑌𝑌

𝑋𝑋 𝑌𝑌

𝑈𝑈𝑋𝑋

𝑍𝑍

𝑈𝑈𝑍𝑍

𝑇𝑇𝑇𝑇𝑇𝑇 𝑠𝑠−, 𝑠𝑠+ = 𝑃𝑃 𝑦𝑦𝑠𝑠+ − 𝑃𝑃(𝑦𝑦𝑠𝑠−)

𝑃𝑃𝐸𝐸 𝑥𝑥1, 𝑥𝑥0 = 𝑃𝑃 𝑦𝑦𝑥𝑥1 𝜋𝜋,𝑥𝑥0 �𝜋𝜋 − 𝑃𝑃(𝑦𝑦𝑥𝑥0)

𝐶𝐶𝐶𝐶 𝑥𝑥1, 𝑥𝑥0 = 𝑃𝑃 𝑦𝑦𝑥𝑥1|𝑥𝑥′,𝒐𝒐′ − 𝑃𝑃(𝑦𝑦𝑥𝑥0|𝑥𝑥′,𝒐𝒐′)

𝑋𝑋 𝑌𝑌𝑍𝑍

𝑈𝑈

Path-specific Fairness and Counterfactual Fairness
 Three types of path-specific effects:

• The green-path effect is considered as explainable.
• The red-path is considered as indirect discrimination.
• The purple-path is considered as direct discrimination.

Structural Causal Model (SEM) and Causal Graph

 Counterfactual Fairness: the total effect for a group 
specified by the factual observation.
• The blue box denotes the real/factual world.
• The purple box denotes the counterfactual world.
• The condition𝑶𝑶 = {𝐴𝐴,𝐵𝐵,𝐶𝐶} (in green).
• The counterfactual quantity is P(�𝑌𝑌𝑠𝑠) (in yellow).  

Note 2: please refer to Section 4 for more technical details.

Note 1: please refer to our paper for the references.
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Backgrounds for Causal Inference

Path-specific Counterfactual Fairness

 Path-specific Counterfactual Effect of 𝑋𝑋: 𝑥𝑥0 → 𝑥𝑥1 on 𝑌𝑌 = 𝑦𝑦 for a given condition
𝑶𝑶 = 𝒐𝒐 through a pathset 𝜋𝜋 is

Path-specific Counterfactual Effect

Measuring Path-specific Counterfactual Fairness

 The key barrier in PC fairness is the unidentifiable issues. Examples of typical 
unidentifiable situations are shown below

 Response-function variables 𝒓𝒓 are used to parameterize the causal model.
• Categorize the unknown domain of 𝑼𝑼 into limited number of equivalent regions, 

each of which is denoted by a value of a response-function variable.
• Represent unknown functions 𝑭𝑭 by limited number of mappings from parents to 

dependent variables. Each corresponds to one equivalent region of 𝑼𝑼.
• As a result, all uncertainties in the causal model parameterized by 𝑃𝑃(𝒓𝒓)

where the objective function is the path-specific counterfactual effect, 𝑃𝑃(𝑽𝑽) is the 
parameterized distribution, which agrees with the observational distribution 𝑃𝑃 𝑫𝑫 .

 Based on response-function variables, finding the bounds of PC fairness is 
formulated as follows

Path-specific Counterfactual Fairness (PC Fairness)
 Given a predictor �𝑌𝑌, a condition 𝒐𝒐, a path set 𝜋𝜋,

1) �𝑌𝑌 achieves PC fairness if 𝑃𝑃𝑃𝑃𝐸𝐸𝜋𝜋 𝑠𝑠1, 𝑠𝑠0 𝒐𝒐 = 0;
2) �𝑌𝑌 achieves 𝜏𝜏-PC fairness if 𝑃𝑃𝑃𝑃𝐸𝐸𝜋𝜋(𝑠𝑠1, 𝑠𝑠0|𝒐𝒐) ≤ 𝜏𝜏.

where 𝑠𝑠0, 𝑠𝑠1 are two values of the sensitive attribute.
 Thanks to the flexibility and capability of the path-specific counterfactual effect, 

the PC fairness generalize the previous causality-based fairness notions, as 
summarized in Table 1.

Response-function Variables

We formulate the bounding problem of PC fairness as a constrained problem by 
using “response-function variables”.

𝑈𝑈𝑌𝑌

𝑋𝑋 𝑌𝑌

𝑈𝑈𝑋𝑋

𝑟𝑟𝑋𝑋 = �0 if 𝑓𝑓𝑋𝑋 𝑢𝑢𝑋𝑋 = 𝑥𝑥0
1 if 𝑓𝑓𝑋𝑋 𝑢𝑢𝑋𝑋 = 𝑥𝑥1

𝑟𝑟𝑌𝑌 =

0 if 𝑓𝑓𝑌𝑌 𝑥𝑥0,𝑢𝑢𝑌𝑌 = 𝑦𝑦0, 𝑓𝑓𝑌𝑌 𝑥𝑥1,𝑢𝑢𝑌𝑌 = 𝑦𝑦0
1 if 𝑓𝑓𝑌𝑌 𝑥𝑥0,𝑢𝑢𝑌𝑌 = 𝑦𝑦0, 𝑓𝑓𝑌𝑌 𝑥𝑥1,𝑢𝑢𝑌𝑌 = 𝑦𝑦1
2 if 𝑓𝑓𝑌𝑌 𝑥𝑥0,𝑢𝑢𝑌𝑌 = 𝑦𝑦1, 𝑓𝑓𝑌𝑌 𝑥𝑥1,𝑢𝑢𝑌𝑌 = 𝑦𝑦0
3 if 𝑓𝑓𝑌𝑌 𝑥𝑥0,𝑢𝑢𝑌𝑌 = 𝑦𝑦1, 𝑓𝑓𝑌𝑌 𝑥𝑥1,𝑢𝑢𝑌𝑌 = 𝑦𝑦1

𝑃𝑃 𝑥𝑥,𝑦𝑦 = �
𝑟𝑟𝑋𝑋,𝑟𝑟𝑌𝑌

𝑃𝑃 𝑟𝑟𝑋𝑋, 𝑟𝑟𝑌𝑌 𝕀𝕀 𝑥𝑥; 𝑟𝑟𝑋𝑋 𝕀𝕀(𝑦𝑦; 𝑥𝑥, 𝑟𝑟𝑌𝑌)

Expressing Path-specific Counterfactual Fairness

Bounding Path-specific Counterfactual Fairness

𝑃𝑃 �𝑦𝑦𝑠𝑠1 𝜋𝜋,𝑠𝑠0 �𝜋𝜋|𝒐𝒐 = �
𝑎𝑎,𝑏𝑏,𝑤𝑤1,𝑤𝑤0,

𝒓𝒓∈𝒓𝒓𝒐𝒐

𝑃𝑃 𝒓𝒓
𝑃𝑃 𝒐𝒐

𝕀𝕀 �𝑦𝑦;𝑎𝑎, 𝑏𝑏, 𝑠𝑠1, 𝑟𝑟 �𝑌𝑌
𝕀𝕀 𝑎𝑎;𝑤𝑤1, 𝑟𝑟𝐴𝐴
𝕀𝕀 𝑏𝑏;𝑤𝑤0, 𝑟𝑟𝐵𝐵
𝕀𝕀 𝑤𝑤1; 𝑠𝑠1, 𝑟𝑟𝑊𝑊
𝕀𝕀 𝑤𝑤0; 𝑠𝑠0, 𝑟𝑟𝑤𝑤

𝑃𝑃 �𝑦𝑦𝑠𝑠0|𝒐𝒐 = �
𝑎𝑎,𝑏𝑏,𝑤𝑤,
𝒓𝒓∈𝒓𝒓𝒐𝒐

𝑃𝑃 𝒓𝒓
𝑃𝑃 𝒐𝒐

𝕀𝕀 �𝑦𝑦;𝑎𝑎, 𝑏𝑏, 𝑠𝑠0, 𝑟𝑟 �𝑌𝑌
𝕀𝕀 𝑎𝑎;𝑤𝑤0, 𝑟𝑟𝐴𝐴 𝕀𝕀 𝑏𝑏;𝑤𝑤0, 𝑟𝑟𝐵𝐵

𝕀𝕀 𝑤𝑤0; 𝑠𝑠0, 𝑟𝑟𝑤𝑤

𝑃𝑃𝑃𝑃𝐸𝐸𝜋𝜋 𝑥𝑥1, 𝑥𝑥0|𝒐𝒐 = 𝑃𝑃 𝑦𝑦𝑥𝑥1 𝜋𝜋,𝑥𝑥0 �𝜋𝜋|𝒐𝒐 − 𝑃𝑃(𝑦𝑦𝑥𝑥0|𝒐𝒐)

𝜋𝜋 = {𝑆𝑆 → 𝑊𝑊 → 𝐴𝐴 → �𝑌𝑌,
𝑆𝑆 → �𝑌𝑌}

𝑂𝑂 = {𝑠𝑠0,𝑤𝑤′,𝑎𝑎′, 𝑏𝑏𝑏}

𝑊𝑊 �𝑌𝑌

𝑈𝑈

𝐴𝐴
𝑆𝑆 𝐵𝐵

 Response-function variables are given by
𝑹𝑹 = {𝑅𝑅𝑆𝑆,𝑅𝑅𝑊𝑊,𝑅𝑅𝐴𝐴,𝑅𝑅𝐵𝐵 ,𝑅𝑅�𝑌𝑌}.

 Applying response functions, we obtain:

𝑆𝑆

𝐶𝐶𝐵𝐵

�𝑌𝑌

𝐴𝐴
𝑠𝑠

𝐶𝐶𝑠𝑠 𝐵𝐵𝑠𝑠

�𝑌𝑌𝑠𝑠

𝐴𝐴𝑠𝑠

http://papers.nips.cc/paper/8601-pc-fairness-a-unified-framework-for-measuring-causality-based-fairness
http://tiny.cc/pc-fairness-code
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